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Solving Quantitative Equations

Georg Ehling and Temur Kutsia

RISC, Johannes Kepler University Linz, Austria
{gehling,kutsia}@risc.jku.at

Abstract. Quantitative equational reasoning provides a framework that
extends equality to an abstract notion of proximity by endowing equa-
tions with an element of a quantale. In this paper, we discuss the uniő-
cation problem for a special class of shallow subterm-collapse-free quan-
titative equational theories. We outline rule-based algorithms for solving
such equational uniőcation problems over generic as well as idempotent
Lawvereian quantales and study their properties.

Keywords: Quantitative equational reasoning · Lawvereian quantales ·

Equational uniőcation.

1 Introduction

Extending the equality predicate to a notion that expresses similarity or proxim-
ity is a task that has been addressed in various ways. While fuzzy reasoning [8,22]
approaches this endeavor by equipping equations with real numbers between 0
and 1 to express the degree to which they hold true, quantitative algebraic rea-
soning [4,16] follows a more proximity-oriented approach, attempting to establish
a notion of distance between two terms.

Recently, Gavazzo and Di Florio [11] introduced a framework of metric and
quantitative equational reasoning that generalizes these approaches (with a slight
modiőcation). It is based on the idea of modeling abstract quantities in quan-
tales [21], following Lawvere’s fundamental work [15]. In this framework, equa-
tions between terms are endowed with an element of a Lawvereian quantale that
expresses, in one sense or another, the degree to which they hold true. The exact
meaning of this degree depends on the choice of the quantale; for instance, it
could correspond to the distance of two terms in a metric space, or to the prob-
ability that the terms are equal. This approach is quite general and includes
various known quantitative theories as special cases.

In recent years, quantitative and approximate techniques have become in-
creasingly popular due to various applications. In these applications, e.g., in
those related to reasoning about probabilistic computations [5], reasoning about
privacy and security of systems [1, 20], reasoning about resource consumption
during computation [7], approximate program transformations [12], etc. equal-
ities are replaced with their quantitative approximations to model distances
between programs, processes, or systems, resulting in metric-based approximate
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relations. Various techniques have been used to model such metric reasoning
principles, among them quantitative equational logic, discussed in [3, 4, 16,17].

In this paper, we address one of the central problems in equational reasoning:
uniőcation (or solving equations). We approach this problem in the framework
as described in [11], studying a generalization of classical uniőcation to solving
equations in a quantitative equational theory in Lawvereian quantales.

The theories we consider in this paper are induced by shallow subterm-
collapse-free equations of a special form, between terms whose arguments are the
same sequence of variables, e.g. f(x1, . . . , xn) and g(x1, . . . , xn). This is a natu-
ral őrst step toward investigating quantitative equational uniőcation since such
quantitative equations generalize the principle of łextending proximity between
function symbols to proximity between termsž of uniőcation in the fuzzy quantale
to uniőcation in an arbitrary Lawvereian quantale. Despite their simple form,
such theories still pose several challenges (originating from, e.g., tensor-based
transitivity or extending proximity between arguments to whole terms), which
affect the notions of completeness and minimality of uniőer sets. We redeőne
these notions and show that uniőcation (modulo the abovementioned theories)
in arbitrary Lawvereian quantale is őnitary, while for idempotent Lawvereian
quantales, it becomes unitary. We develop the corresponding uniőcation algo-
rithms and study their properties.

2 Preliminaries

We start by introducing the basic notions and őxing the terminology.

Quantales. For the notions in this part, we follow [10,11].

Definition 1 (Quantale). A (unital) quantale Ω = (Ω,≾,⊗, κ) consists of
a monoid (Ω, k,⊗) and a complete lattice (Ω,≾) (with join ∨ and meet ∧)
satisfying the following distributivity laws: δ ⊗

(
∨

i∈I εi
)

=
∨

i∈I(δ ⊗ εi) and
(
∨

i∈I εi
)

⊗ δ =
∨

i∈I(εi ⊗ δ).

The element κ is called the unit of the quantale, and ⊗ is called its tensor
(or multiplication). Besides κ, we use Greek letters ε, δ, η, ζ, ι, and ω to denote
elements of Ω. The top and bottom elements of a quantale are denoted by ⊤
and ⊥, respectively. Quantales in which the unit κ coincides with ⊤ are called
integral quantales. A quantale is commutative if its underlying monoid is. It is
non-trivial if κ ̸= ⊥. It is cointegral if ε⊗ δ = ⊥ implies either ε = ⊥ or δ = ⊥.

We assume our quantales are commutative, integral, cointegral, and nontri-
vial. Such quantales are called Lawvereian. (Note that the fuzzy quantale I is
Lawvereian for the Gödel and product T-norms, but not for the Łukasiewicz
T-norm.)

Tensors in quantales always have left and right adjoints. For commutative
quantales, these adjoints are the same, deőned as ε⊸ δ :=

∨

{η | ε⊗ η ≾ δ}.
An element ι ∈ Ω is an idempotent element (or simply an idempotent) of

a quantale Ω if it satisőes ι ⊗ ι = ι. A quantale is called idempotent if every
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Table 1. Correspondence between quantales Ω (generic), 2 (Boolean), L (Lawvere),
L
max (strong Lawvere), and I (fuzzy).

Ω 2 L L
max

I

Carrier Ω {0, 1} [0,∞] [0,∞] [0, 1]
Order ≾ ⩽ ⩾ ⩾ ⩽
Join ∨ ∃ inf inf sup
Meet ∧ ∀ sup sup inf
Tensor ⊗ ∧ + max left-continuous T-norm
Unit κ 1 0 0 1

element is idempotent. Among the quantales in Table 1, the idempotent ones
are 2, L

max, and I for the minimum (Gödel) T-norm.
In any Lawvereian quantale, (i) ⊗ is monotonous: α ≾ β ⇒ α ⊗ γ ≾ β ⊗ γ

(using distributivity: (α⊗ γ)∨ (β⊗ γ) = (α∨β)⊗ γ = β⊗ γ); (ii) α⊗β ≾ α∧β
(using monotonicity and integrality: α⊗ β ≾ α⊗⊤ = α).

Given a quantale Ω and ε, δ ∈ Ω, the way-below relation ≪ is deőned as
δ ≪ ε iff for every Ψ ⊆ Ω, if ε ≾

∨

Ψ then there exists a őnite subset Ψ0 ⊆ Ψ
such that δ≾

∨

Ψ0. A quantale Ω is called continuous if ε =
∨

δ≪ε δ for all ε ∈ Ω.

Definition 2 (Ω-relations, Ω-ternary relations). An Ω-relation R between
sets A and B is a function R : A×B → Ω. For any set A, the identity Ω-relation
∆A : A×A→ Ω maps the diagonal elements (a, a) to κ, and all other elements
to ⊥. The composition (R;S) : A × C → Ω of two Ω-relations R : A × B → Ω
and S : B × C → Ω is deőned as (R;S)(a, c) :=

∨

b∈B

(

R(a, b)⊗ S(b, c)
)

.
An Ω-ternary relation over A×B is a ternary relation R ⊆ A×Ω×B such

that R(a, ε, b) implies R(a, δ, b) for any δ ≾ ε.
Any Ω-ternary relation R induces an Ω-relation R•(a, b) :=

∨

R(a,ε,b) ε, and

any Ω-relation R induces an Ω-ternary relation R◦(a, ε, b) :⇐⇒ ε ≾ R(a, b).
Moreover, we have R•◦ = R◦• = R, and we can freely switch between Ω-ternary
relations and Ω-relations.

The complete lattice structure of Ω lifts to Ω-relations pointwise, and we can
say that an Ω-relation R on A×A is reŕexive if ∆A ≾ R; transitive if (R;R) ≾ R;
symmetric if R− ≾ R (where R− is deőned as R−(b, a) := R(a, b)). Thus, we
get the notions of a preorder (i.e., reŕexive and transitive) and equivalence (i.e.,
reŕexive, transitive, and symmetric) Ω-relation.

Terms and substitutions. We assume that the reader is familiar with the standard
notions of uniőcation theory, see, e.g., [2]. A signature F is a set of function
symbols, each equipped with a őxed nonnegative arity. The set of terms over
a signature F and a set of variables V is denoted by T (F ,V). Given a term
t ∈ T (F ,V), we denote by V(t) the set of variables appearing in t. A term is
ground if it contains no variables. The notion of a position in a term is deőned
in the standard way.

The set of leaves of a term is deőned as ℓ(e) := {e}, if e is a constant symbol or
a variable, and ℓ(f(t1, . . . , tn)) :=

⋃n
i=1 ℓ(ti). (The leaves of a term t correspond
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to the leaves of the tree representing t.) If s is a subterm of t, then the depth of
s in t as the minimal length of a position at which s occurs in t.

A substitution is a map σ : V → T (F ,V) which maps all but őnitely many
variables to themselves. Greek letters σ, φ, ϑ, τ are used for them, while Id de-
notes the identity substitution. The set of substitutions is denoted by Sub.
We use the set notation for substitutions, writing σ explicitly as a őnite set
{x 7→ σ(x) | x ̸= σ(x)}. The domain of σ is deőned as dom(σ) := {x | x ̸= σ(x)}.
A substitution σ extends naturally to an endomorphism on T (F ,V). The image
of a term t under this endomorphism is denoted tσ.

3 Quantitative equational theories

We now őx a signature F , a set of variables V, and a Lawvereian quantale Ω.
Let ≈E be an Ω-ternary relation, assumed to be induced from a given set E of

triples (t, ε, s), which we write as ε ⊩ t ≈E s (called Ω-equalities). A quantitative
equational theory (or Ω-equational theory) =E is an Ω-ternary relation generated
from ≈E by the rules in Fig. 1. We call E a presentation of =E .

(Ax)
ε ⊩ t ≈E s

ε ⊩ t =E s
(Refl)

κ⊩ t =E t
(Sym)

ε ⊩ t =E s

ε ⊩ s =E t
(Trans)

ε ⊩ t =E s δ ⊩ s =E r

ε⊗ δ ⊩ t =E r

(NExp)
ε1 ⊩ t1 =E s1 · · · εn ⊩ tn =E sn

ε1 ⊗ · · · ⊗ εn ⊩ f(t1, . . . , tn) =E f(s1, . . . , sn)
(Subst)

ε ⊩ t =E s

ε ⊩ tσ =E sσ

(Ord)
ε ⊩ t =E s δ ≾ ε

δ ⊩ t =E s
(Join)

ε1 ⊩ t =E s · · · εn ⊩ t =E s

ε1 ∨ · · · ∨ εn ⊩ t =E s

(Arch)
∀δ ≪ ε. δ ⊩ t =E s

ε ⊩ t =E s

Fig. 1. Quantitative equational theory

Informally, we read ε ⊩ t =E s as łt and s are at most ε-apart modulo Ež or
łt and s are equal modulo E with degree εž.

Observe that the Ω-relation =•
E induced from =E (i.e., t =•

E s :=
∨

ε⊩t=Es ε)
is a reŕexive, symmetric, transitive quantitative relation that contains ≈•

E and
where function symbols and substitutions behave in a non-expansive way:

(

t1 =•
E s1 ⊗ · · · ⊗ tn =•

E sn
)

≾
(

f(t1, . . . , tn) =
•
E f(s1, . . . , sn)

)

,
(

t =•
E s

)

≾
(

tσ =•
E sσ

)

.

We will often slightly abuse terminology by calling both =•
E and a presenta-

tion E a quantitative equational theory.
The rules in Figure 1 were introduced in [10] with the aim of generaliz-

ing previous approaches to quantitative reasoning [4, 16]. This generalization is
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achieved up to a slight modiőcation of the (NExp) rule, whose analogue in [16]
would feature the join of ε1, . . . , εn rather than their tensor product.1

It should further be remarked that the (Join) rule also applies to an empty
hypothesis, whence ⊥ ⊩ t =E s holds for any t and s. The inőnitary (Arch)
rule is needed to guarantee the semantic completeness of the deduction system
in [16], but has no effect on =E whenever the presentation E is őnite, whence it
can be safely ignored in that case.

Analogous to classical equational theories, an Ω-equation ε ⊩ t = s, where
s is a proper subterm of t, is called a subterm-collapse equation. A quantitative
equational theory E is said to be simple (or subterm-collapse-free) if whenever
ε ⊩ t =E s with ε ̸= ⊥ holds, the equation ε ⊩ t = s is not subterm-collapsing.
An equation ε ⊩ t = s is called shallow [6] if the depth of each variable occurrence
in t or in s is at most 1. An equational theory is called shallow if each equation
in its presentation is shallow.

Definition 3. Let E be an Ω-equational theory and X be a set of variables. A
ternary relation ⪅E,X⊆ Sub ×Ω × Sub is deőned as

⪅E,X (σ, ε, ϑ) iff there exists a φ such that ε ⊩ xσφ =E xϑ for all x ∈ X .

In this case, we say that the substitution σ is more general than ϑ modulo E
on X up to ε. We shortly write σ ⪅E,X ,ε ϑ and call ϑ an (E,X , ε)-instance of σ
(or an (E,X )-instance with degree ε).

It is not hard to see that ⪅E,X is an Ω-ternary relation over Sub × Sub. To
show this, we need to prove that σ ⪅E,X ,ε ϑ implies σ ⪅E,X ,δ ϑ for any δ ≾ ε,
which follows from the deőnition of =E .

Lemma 1. If σ ⪅E,X ,ε ϑ and ϑ ⪅E,Y,δ ψ, then σ ⪅E,X∩Y,ε⊗δ ψ.

Proof. By deőnition of ⪅E,X and ⪅E,Y , we have ε ⊩ xσφ1 =E xϑ for all x ∈ X ,
and δ ⊩ yϑφ2 =E yψ for all y ∈ Y. From these equalities, for all z ∈ X ∩ Y by
the Subst rule we get ε ⊩ zσφ1φ2 =E zϑφ2 and δ ⊩ zϑφ2 =E zψ. Therefore, by
⊗-transitivity (the Trans rule) we obtain ε⊗δ ⊩ zσφ1φ2 =E zψ for all z ∈ X ∩Y,
which, by deőnition of ⪅E,X∩Y , gives σ ⪅E,X∩Y,ε⊗δ ψ. ⊓⊔

Corollary 1. If σ ⪅E,X ,ε ϑ and ϑ ⪅E,X ,δ ψ, then σ ⪅E,X ,ε⊗δ ψ.

Theorem 1. Given a set of Ω-equalities E and a set of variables X , the Ω-
relation ⪅•

E,X induced by ⪅E,X is a preorder on Sub.

Proof. We should show that ⪅•
E,X is reŕexive and transitive.

– Reŕexivity: We need to show κ ≾ σ ⪅•
E,X σ for all σ, which follows directly

from the deőnitions of ⪅E,X and =E .

1 The reason for this modiőcation in [10] is that (NExp) should be compatible with
(Trans), which is based on the tensor rather than the join. Without it, one would
obtain a system where performing various transformation steps one after the other
would lead to a different distance than performing the same steps in parallel.
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– Transitivity: We should prove
(

σ ⪅•
E,X ϑ⊗ ϑ ⪅•

E,X ψ
)

≾
(

σ ⪅•
E,X ψ

)

for all
σ, ϑ, and ψ. This statement can be inferred from Corollary 1. ⊓⊔

The equivalence relation on substitutions induced by ⪅E,X is denoted by
∼=E,X . It is an Ω-ternary relation. We write σ ∼=E,X ,ε ϑ if ε ≾ (σ ∼=•

E,X ϑ).

Example 1. Let Ω be the Lawvere quantale L = ([0,∞],⩾,+, 0) and consider
E = {1 ⊩ a ≈ b, 1 ⊩ b ≈ c}, ε = 2 and X = {x}. Let σ = {x 7→ a}, ϑ = {x 7→ b},
and φ = {x 7→ c}. Then we have:

– σ ⪅E,X ,ε ϑ, because xσId = a, xϑ = b, and 1 ⊩ a =E b;
– ϑ ⪅E,X ,ε φ, because xϑId = b, xφ = c, and 1 ⊩ b =E c;
– φ ⪅E,X ,ε σ, because xφId = c, xσ = a, and 2 ⊩ c =E a.

Hence, σ ∼=E,X ,ε ϑ, ϑ ∼=E,X ,ε φ, and σ ∼=E,X ,ε φ. ■

Theorem 2. Given E, X , t, and s such that V(t)∪V(s) ⊆ X , let R denote =•
E

and S denote ⪅•
E,X . Assume σ and ϑ are substitutions such that R(tσ, sσ) = ε

and S(σ, ϑ) = δ. Then ε ⊗ ⊗n+m
i=1 δ ≾ R(tϑ, sϑ), where n and m are the number

of occurrences of variables from X in t and s, respectively.

Proof. From S(σ, ϑ) = δ we know that there exists φ such that δ ≾ R(xσφ, xϑ)
holds for all x ∈ X . From this, by structural induction over terms, we can
prove ⊗n

i=1δ ≾ R(tσφ, tϑ) and ⊗m
i=1δ ≾ R(sσφ, sϑ). From R(tσ, sσ) = ε we get

ε ≾ R(tσφ, sσφ). Applying transitivity twice we get ε⊗⊗n+m
i=1 δ ≾ R(tϑ, sϑ). ⊓⊔

Example 2. In the Boolean quantale 2, this theorem implies the well-known fact
that if σ is a uniőer of t and s and ϑ is an instance of σ, then ϑ is also a uniőer
of t and s. (In that case, ε = δ = 1.)

Consider the fuzzy quantale I with the minimum T-norm, E = {0.5 ⊩ a ≈ b,
0.7 ⊩ b ≈ c}, t = f(x, x, y), s = f(y, b, c), X = {x, y}, σ = {x 7→ b, y 7→ b}, and
ϑ = {x 7→ a, y 7→ c}. Then 0.5 ⊩ a =E c and

tσ = f(b, b, b), sσ = f(b, b, c), ε = 0.7, 0.7 ⊩ tσ =E sσ;

δ = 0.5, σ ⪅E,{x,y},0.5 ϑ (actually, σ ∼=E,{x,y},0.5 ϑ);

tϑ = f(a, a, c), sϑ = f(c, b, c);

Variables of X occur in t and s in total 4 times;

min(0.7, 0.5, 0.5, 0.5, 0.5) = 0.5; 0.5 ⊩ tϑ =E sϑ.

Now consider the Lawvere quantale L with E = {1 ⊩ a ≈ b, 1 ⊩ b ≈ c, 1 ⊩ c ≈ d,
1 ⊩ f(x) ≈ g(x)}, t = x, s = f(y), X = {x, y}, σ = {x 7→ g(y)}, and ϑ = {x 7→
g(a), y 7→ d}. Besides, ≾ = ⩾ and we have

tσ = g(y), sσ = f(y), ε = 1, 1 ⊩ tσ =E sσ;

δ = 2, σ ⪅E,{x,y},2 ϑ;

tϑ = g(a), sϑ = f(d);

Variables of X occur in t and s in total twice;

ε+ 2δ = 5;

5 ⊩ tϑ =E sϑ. (In fact, =•
E (tϑ, sϑ) = 1 + 3 = 4 and 5 ≾ 4.) ■
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Theorem 2 implies that if δ is an idempotent element of the quantale and it can
be absorbed by ε (i.e., ε ⊗ δ = ε), then ε ⊩ tϑ =E sϑ. Obviously, this will be
fulőlled if δ = κ. In idempotent quantales, it will also hold when ε ≾ δ. For
idempotent elements, a stronger version of transitivity holds. Namely, if ι is an
idempotent element of a quantale, then we have for all E, t, s, r,X , σ, ϑ, φ:

– ι ⊩ t =E s and ι ⊩ s =E r imply ι ⊩ t =E r,
– σ ⪅E,X ,ι ϑ and ϑ ⪅E,X ,ι φ imply σ ⪅E,X ,ι φ.

4 Quantitative equational unification

Definition 4 (Quantitative equational unification). A quantitative equa-
tional uniőcation problem is formulated as follows:

Given: A quantale Ω, ε ∈ Ω (called the threshold) with ε ̸= ⊥,
a set of Ω-equalities E (a presentation of an equational theory),
and two terms t and s.

Find: A substitution σ such that ε ⊩ tσ =E sσ.

We call this problem (E, ε)-uniőcation problem over Ω. The quantale name
is usually skipped when it does not cause confusion. For uniőcation problems, we
use the notation ε ⊩ t =?

E s, called a uniőcation equation, where the question
mark indicates that the equation is supposed to be solved. For simplicity, we write
the problem as t =?

E,ε s, and further skip E if it is clear from the context.
The substitution σ, if it exists, is called an (E, ε)-uniőer of t and s (alter-

natively, a uniőer or a solution of t =?
E,ε s) over Ω. In such a case we say that

the given uniőcation problem is solvable, or that the terms t and s are (E, ε)-
uniőable over Ω. The set of all uniőers of t =?

E,ε s is denoted by UE,ε(t, s).

For a given presentation E, a function symbol from F is called free if it does
not appear in E. If F contains a free m-ary function symbol for some m > 1,
the uniőcation problem formulated above is equivalent to a problem of őnding
a solution of a system of uniőcation equations (instead of a single equation)
formulated as a constrained problem:

Given: A quantale Ω, the threshold value ε ∈ Ω with ε ̸= ⊥,
a set of Ω-equalities E (a presentation of an equational theory),
and a set of term-pairs ti, si, 1 ≤ i ≤ n.

Find: A substitution σ such that δi ⊩ tiσ =E siσ, 1 ≤ i ≤ n,
for some δi with ε ≾ δ1 ⊗ · · · ⊗ δn.

In such a case we can write the uniőcation problem as a pair of a set of uniőcation
equations and a ≾-constraint: {t1 =?

E,α1
s1, . . . , tn =?

E,αn
sn}; ε ≾ α1⊗· · ·⊗αn,

where αi are new metavariables whose values are also to be found alongside
with variables that appear in the given t’s and s’s. This problem can be trans-
formed to a single-equation problem. For instance, the constrained problem
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{t1 =?
E,α1

s1, t2 =?
E,α2

s2, t3 =?
E,α3

s3}; ε ≾ α1 ⊗ α2 ⊗ α3 can be transformed

to f(f(t1, t2), t3) =
?
E,ε f(f(s1, s2), s3), where f is a free binary function symbol.

The two problems are equivalent in the sense that they have exactly the same
set of (E, ε)-uniőers. If the arity of f is bigger than the number of equations, the
missing arguments will be őlled in by fresh variables. For instance, for a quater-
nary f , the problem above can be encoded as f(t1, t2, t3, x) =

?
E,ε f(s1, s2, s3, x),

where x is fresh.
In classical uniőcation, an important property of the instantiation relation

is that any substitution that is less general than a given uniőer of two terms
will still be a uniőer. In the quantitative case, we should take into account the
approximation, which complicates things. First, we have the following fact as a
consequence of Theorem 2:

Fact 1 If σ is an (E, ε)-uniőer of t and s and σ ⪅E,V(t,s),δ ϑ for some δ, then

ϑ is an (E, ε⊗ δk)-uniőer of t and s, where k is the total number of occurrences
of variables in t and s.

Some results become simpler for idempotent elements:

Lemma 2. Let ι be an idempotent element of Ω, and σ and ϑ be substitutions.

(i) If ι ⊩ yσ =E yϑ holds for every y ∈ Y ⊆ V, then ι ⊩ rσ =E rϑ holds for
every term r ∈ T (F ,Y).

(ii) Suppose that ε ∈ Ω satisőes ε⊗ ι = ε. If σ ⪅E,V(t,s),ι ϑ and σ is an (E, ε)-
uniőer of the terms t and s, then so is ϑ.

Proof. Part (i) is proved by structural induction, using idempotence. For (ii),
as σ ⪅E,V(t,s),ι ϑ, there exists a substitution φ such that ι ⊩ xσφ =E xϑ
holds for every variable x ∈ V(t, s). Thus, ι ⊩ rσφ =E rϑ holds for any term
r ∈ T (F ,V(t, s)) by (i). Hence, we have ι ⊩ sϑ =E sσφ, ε ⊩ sσφ =E tσφ, and
ι ⊩ tσφ =E tϑ. From these equalities, using ε⊗ ι = ε, we get ε ⊩ sϑ =E tϑ. ⊓⊔

This lemma implies that (E,V(t, s), κ)-instances of (E, ε)-uniőers of t and s
are still their (E, ε)-uniőers. Besides, it has the following corollary:

Corollary 2. Let Ω be an idempotent quantale, in which σ is an (E, ε)-uniőer
of t and s, σ ⪅E,V(t,s),δ ϑ, and ε ≾ δ. Then ϑ is an (E, ε)-uniőer of t and s in Ω.

These results motivate a specialized version of the notion of a minimal com-
plete set of uniőers that we use in this paper:

Definition 5 (Minimal ι-complete set of unifiers). Let P be an (E, ε)-
uniőcation problem over a quantale Ω and signature F . Let X = V(P ) be the set
of all variables of P , and let ι be an idempotent element of Ω such that ε⊗ ι = ε.
An ι-complete set of (E, ε)-uniőers of P is a set C of substitutions such that

(1) C ⊆ UE,ε(P ), i.e., each element of C is an (E, ε)-uniőer of P ,
(2) for each ϑ ∈ UE,ε(P ) there exists σ ∈ C such that σ ⪅E,X ,ι ϑ.
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The set C is a minimal ι-complete set of (E, ε)-uniőers of P iff it is an ι-complete
set that satisőes the following minimality property:

(3) for all σ, σ′ ∈ C, if σ ⪅E,X ,ι σ
′, then σ = σ′.

We denote a minimal ι-complete set of (E, ε)-uniőers of P by mcsuE,ε,ι(P ).

Given a uniőcation problem with threshold ε, in order to make use of this
deőnition, one őrst needs to őnd an idempotent element ι such that ε⊗ ι = ε. In
an arbitrary quantale, we can always take ι = κ. If ε is idempotent itself, then
we can also choose ι = ε. 2

Let P be an (E, ε)-uniőcation problem. If it is unsolvable, then for any idem-
potent ι with ε ⊗ ι = ε we have mcsuE,ε,ι(t, s) = ∅. Depending on E, ε, and ι,
minimal ι-complete sets of (E, ε)-uniőers may not always exist. Even if they do,
they may be inőnite. When they exist, they are unique modulo the instantiation
equivalence relation ∼=E,X ,ι.

3

Example 3. Let Ω be the Lawvere quantale L, E be the set of equations E =
{1 ⊩ a ≈ b, 1 ⊩ b ≈ c, 1 ⊩ c ≈ d}, ε = 1, t = f(x, b), and s = f(c, x).

The substitutions σ = {x 7→ b}, ϑ = {x 7→ c} are (E, ε)-uniőers of t and s:

– tσ = f(b, b), sσ = f(c, b) and 1 ⊩ f(b, b) =E f(c, b),
– tϑ = f(c, b), sϑ = f(c, c) and 1 ⊩ f(c, b) =E f(c, c).

In fact, {σ, ϑ} = mcsuE,ε,0(t, s). Note that we have σ ∼=E,X ,1 ϑ, but also σ ∼=E,X ,1

{x 7→ a} and ϑ ∼=E,X ,1 {x 7→ d}. However, neither {x 7→ a} nor {x 7→ d} is an
(E, ε)-uniőer of t and s (but they are (E, 3)-uniőers of t and s). ■

The notion of an occurrence cycle will be needed later on.

Definition 6 (Occurrence cycle). A set of uniőcation equations {x1 ≈?
ε1
t1,

. . . , xn ≈?
εn
tn} constitutes an occurrence cycle if ti is a non-variable term for

at least one i, xi ∈ V(ti−1) for 1 < i ⩽ n and x1 ∈ V(tn).

4.1 Unification: simple shallow theories (special form)

In this section, we will consider Ω-equational theories that admit a presenta-
tion consisting of a őnite number of equations of the form γ ⊩ f(x1, . . . , xn) ≈
g(x1, . . . , xn), where n ⩾ 0, f ̸= g, and all x’s are pairwise distinct. Also, the γ’s
in different equations can be different. This is the very basic form of quantita-
tive axioms. The quantale Ω, as said above, is an arbitrary Lawvereian quantale.
In the next subsection we consider the special case of idempotent Lawvereian
quantales.

The presentation is shallow. One can easily show that the theory generated
from such a presentation is simple. Hence, we consider simple shallow quantita-
tive equational theories (of a special form). We will refer to such theories by Essh.

2 This is how it is done, e.g., for fuzzy proximity/similarity relations [9,13,14,18,19,22].
3 ∼=E,X ,ι is a standard binary relation on Sub induced by the Ω-ternary relation ∼=E,X

for a őxed ι.
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In them, it makes sense to speak about the approximation degree of two function
symbols, which is deőned as dEssh

(f, g) :=
(

f(x1, . . . , xn) =
•
Essh

g(x1, . . . , xm)
)

for
an n-ary f and m-ary g. (Obviously, dEssh

(f, g) = ⊥ if n ̸= m.) We say that f
and g are (Essh, ε)-proximal, if ε ≾ dEssh

(f, g).

Remark 1. Since the equational theories we consider here are őnitely presented,
the degree of two function symbols of the same arity can be effectively computed
as dEssh

(f, g) =
∨

{γ | γ ⊩ f(x1, . . . , xn) = g(x1, . . . , xn) ∈ C}, where C is the
closure of the presentation of Essh under the (Trans) and (Sym) rules.

Theorem 3. Essh-uniőcation is őnitary in a Lawvereian quantale Ω in the sense
that for any ε ∈ Ω, every (Essh, ε)-uniőcation problem t =?

Essh,ε
s has a őnite

minimal κ-complete set of uniőers.

Proof (Sketch). Let NEssh,ε(r) denote an ε-neighborhood of a term r with re-
spect to Essh, deőned as the set of all terms obtained from r by replacing
some function symbols by their (Essh, ε)-proximal ones. Then mcsuEssh,ε,κ(t, s) ⊆
∪t′∈T,s′∈S{mgu(t′ =? s′)}, where T = NEssh,ε(t), S = NEssh,ε(s), and mgu(t′ =?

s′) is a most general uniőer of the syntactic uniőcation problem t′ =? s′. Since
the presentation of theories of the form Essh is őnite, the set NEssh,ε(r) is őnite
for ε ̸= ⊥ for any r. Hence, the set ∪t′∈T,s′∈S{mgu(t′ =? s′)} is őnite, which
implies that mcsuEssh,ε,κ(t, s) is őnite as well. ⊓⊔

Remark 2. In principle, the above proof already outlines an Essh-uniőcation al-
gorithm. However, there are several reasons for not using it: őrst, it would be a
brute-force approach blindly replacing symbols with all their proximal ones in all
possible ways. Second, it would not be sound because non-uniőer answers would
be returned and we would have to clean the computed set afterwards. Third,
we want to keep our approach ŕexible, leaving equations between variables as a
part of the output instead of forcing them to have only a syntactic solution.

In the following, we use bold-face upright Greek letters α,β,γ for metavari-
ables that range over the domain of the quantale. The rules constituting our
uniőcation method operate on conőgurations whose form is stated below.

Definition 7 (Configuration). A conőguration is either a special symbol F

or a quadruple P ;C; δ;σ, where

– P is a set of uniőcation equations of the form t =?
α s, where α is a metavari-

able (intuitively, P is the remaining problem to be solved),
– C is a constraint of the form ε ≾ α1 ⊗ · · · ⊗ αn, where α1, . . . ,αn are

metavariables and ε ∈ Ω,
– δ is an element of the quantale domain (the current approximation degree),
– σ is a substitution (part of the uniőer computed so far).

In C, we also allow for the case where n = 0, in which the empty product on the
right-hand side is κ by convention.
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The solving rules for a theory Essh are given below. They operate on conőg-
urations and are formulated modulo associativity and commutativity of ⊗. We
use f and g to denote (not necessarily distinct) n-ary function symbols, t, ti
and si for terms and x to denote a variable symbol. The symbol ∆ denotes the
tensor product of őnitely many metavariables.

Tri: Trivial

{t =?
α t} ⊎ P ; ζ ≾ α⊗∆; δ;σ =⇒ P ; ζ ≾ ∆; δ;σ.

Dec: Decompose

{f(t1, . . . , tn) =
?
α g(s1, . . . , sn)} ⊎ P ; ζ ≾ α⊗∆; δ;σ =⇒

{t1 =?
β

1
s1, . . . , tn =?

β
n
sn} ∪ P ;

dEssh
(f, g) ⊸ ζ ≾ β1 ⊗ · · · ⊗ βn ⊗∆; δ ⊗ dEssh

(f, g);σ,

where β1, . . . ,βn are new metavariables and ζ ≾ dEssh
(f, g).

Cla: Clash

{f(t1, . . . , tn) =
?
α g(s1, . . . , sm)} ⊎ P ; ζ ≾ α⊗∆; δ;σ =⇒ F, if ζ ̸≾ dEssh

(f, g).

L-Sub: Substitute (lazy)

{x =?
α f(s1, . . . , sn)} ⊎ P ; ζ ≾ α⊗∆; δ;σ =⇒

{x1 =?
β

1
s1, . . . , xn =?

β
n
sn} ∪ Pρ;

dEssh
(f, g) ⊸ ζ ≾ β1 ⊗ · · · ⊗ βn ⊗∆; δ ⊗ dEssh

(f, g);σρ,

where x does not appear in an occurrence cycle in {x=?
α f(s1, . . . , sn)}∪P , and

ρ = {x 7→ g(x1, . . . , xn)} with x1, . . . , xn being fresh variables and ζ ≾ dEssh
(f, g).

CCh: Cycle check

{x =?
α t} ⊎ P ;C; δ;σ =⇒ F,

if x appears in an occurrence cycle in {x =?
α t} ⊎ P .

Ori: Orient

{t =?
α x} ⊎ P ;C; δ;σ =⇒ P ∪ {x =?

α t};C; δ;σ, where t /∈ V.

To solve an (Essh, ε)-uniőcation problem between terms t and s, we create the
initial conőguration {t =?

α s}; ε ≾ α;κ; Id and start applying the rules as long
as possible. The equation to be transformed is chosen arbitrarily (łdon’t care
nondeterminismž). We call the obtained algorithm QUnif.

Note that a conőguration P ;C;σ obtained from an (Essh, ε)-uniőcation prob-
lem satisőes the following properties:

– Any metavariable occurring in P also occurs in C and vice versa.
– No metavariable appears more than once in P or C.
– The domain of σ is disjoint from the set of variables occurring in P .
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We will refer to such conőgurations as admissible.
To prove termination of QUnif, we introduce some terminology.

Definition 8. Let P be a set of quantitative equations and let Pst be the set of
standard equations obtained from P by ignoring the indices: Pst := {t = s | ε ⊩
t = s ∈ P}. Then DecNFEssh

(P ) denotes the decomposition normal form of P
with respect to Essh, which is the set of standard equations obtained from Pst by
applying the following version of the decomposition rule as long as possible:

{f(t1, . . . , tn) = g(s1, . . . , sn)} ⊎ S =⇒ {t1 = s1, . . . , tn = sn} ∪ S,

where dEssh
(f, g) ̸= ⊥.

It is easy to see that every equation in DecNFEssh
(P ) is of the form x = s

where s is an arbitrary term, or t = x where t is not a variable.
For a set of (quantitative) equations P , the variable dependency graph Γ (P )

is constructed as follows:

– For each variable x appearing in P , add a node with label x to Γ (P ).
– Add a node with label G (the łground nodež).
– For every equation x = y ∈ DecNF(P ) between variables x and y, merge the

nodes corresponding to x and y.
– In order to construct the set of edges of Γ (P ), we consider all equations of

the form x = t (or t = x) in DecNF(P ), where t is a non-variable term. For
such an equation, we consider the set of leaves of t. For each element l ∈ ℓ(t),
if d is the depth in which l appears in t, we add an weighted edge to Γ (P ):
• If l is a constant, then we add an edge x→d+1 G (with weight d+ 1).
• If l is a variable y, then we add an edge x→d y (with weight d).

In this way, we obtain a directed, weighted graph Γ (P ), which is acyclic (hence,
a dag) if and only if P does not contain any occurrence cycles.

For any variable x occurring in P , we deőne now the level levP (x) of x with
respect to P as the maximal weight of a walk in Γ (P ) starting in x. Here, the
weight of a walk is deőned as the sum of the weights of its edges. Note that levP

may take the value ∞ if P contains occurrence cycles.
We now consider the multiset λ(P ) := {levP (x) | x ∈ V(P )}. (It will be used

as a component of a termination measure below.) We compare such multisets
via the multiset extension >m of the standard order on N∪ {∞}, which is well-
founded. The following lemma is the main ingredient for the termination proof.

Lemma 3. Let C = P ;C; δ;σ be a conőguration.

(i) If P ′;C ′; δ′;σ′ is obtained from C by L-Sub, then λ(P ) >m λ(P ′).
(ii) If P ′;C ′; δ′;σ′ is obtained from C by Tri, Dec, or Ori, then λ(P )⩾m λ(P

′).

Proof. For (i), we shall investigate how the variable dependency graphs of P and
P ′ differ. We can write P = P0 ∪ {x =?

α f(t1, . . . , tn)} and P ′ = P0ρ ∪ {x1 =?
β

1

t1, . . . , xn =?
β

n

tn}, where ρ = {x 7→ g(x1, . . . , xn)} and dEssh
(f, g) ̸= ⊥. Note
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that the set of nodes of Γ (P ′) differs from the set of nodes of Γ (P ) only in as
far as the node corresponding to x has been removed and new nodes have been
added for x1, . . . , xn. As for the edges, note that any edge of Γ (P ) that connects
two nodes with labels different from x will be present also in Γ (P ′). Considering
now the incoming edges of x in Γ (P ), if y →d x is such an edge, then there is
some equation y =?

β t in P , where x appears in depth d in t. Thus, y =?
β tρ is

an equation in P ′, and x1, . . . , xn appear in depth d+1 in tρ; so Γ (P ′) features
edges y →d+1 x1, . . . , y →d+1 xn. If x→d z is an outgoing edge from x in Γ (P ),
then there P contains an equation of the form x =?

γ s, where z appears in depth
d in s. As d ⩾ 1, we can write s = h(s1, . . . , sm). Then P ′ contains the equation
g(x1, . . . , xn) =

? h(s1, . . . , sm). If dEssh
(h, g) ̸= ⊥, then Γ (P ′) contains an edge

x →d−1 y as y ∈ V(si) holds for some i. If dEssh
(h, g) = ⊥, then Γ (P ′) does not

contain such an edge. The same holds also if y is the ground node. Summing up:

– Edges not involving x are the same in Γ (P ) and Γ (P ′).
– Edges y →d x in Γ (P ) correspond to edges y →d+1 xi in Γ (P ′).
– Edges x→d y in Γ (P ) are either removed, or correspond to edges xi →d−1 y

in Γ (P ′).

This means that the walks in Γ (P ) not passing through x are the same as in
Γ (P ′); and for every walk in Γ (P ′) passing through xi, one can őnd a walk of
the same length in Γ (P ) (which will pass through x one step before). Thus,
we have levP ′(y) = levP (y) for every variable y different from x, x1, . . . , xn. As
for walks in Γ (P ′) starting in some xi, note őrst that any such walk must be
őnite as Γ (P ′) is őnite and x does not appear in any occurrence cycle, whence
xi cannot be part of a cycle in Γ (P ′). Moreover, for any walk in Γ (P ′) starting
in xi of weight w, one can őnd a walk in Γ (P ) starting in x of weight w + 1
(because the őrst edge of the walk can be replaced by an edge of weight one
greater). Therefore, we have levP (x) = levP (xi) + 1 for each i, and thus, we
obtain λ(P ′) <m λ(P ).

For (ii), if the applied rule was Tri or Ori, then P ′ ⊆ P , whence every walk
in Γ (P ′) is also present in Γ (P ), thus yielding λ(P ′) ⩽ λ(P ). If the applied
rule was Dec, we can write P = P0 ∪ {f(t1, . . . , tn) =

?
α g(s1, . . . , sn)} and P ′ =

P0∪{t1 =?
β

1

s1, . . . , tn =?
β

1

sn}. It is easy to see that we have CE(P ) = CE(P
′)∪

{f(t1, . . . , tn) =
?
α g(s1, . . . , sn)}, so that Γ (P ′) = Γ (P ) and λ(P ′) = λ(P ). ⊓⊔

Theorem 4 (Termination of QUnif). For a given (Essh, ε)-uniőcation prob-
lem, the algorithm QUnif terminates either with the conőguration F (indicating
failure) or with a conőguration of the form V ;C; δ;σ (indicating success), where
V is a set of uniőcation equations between variables.

Proof. A simple analysis of the rules of QUnif shows that all terminal conőg-
urations are of the form described above. In order to prove that the algorithm
terminates, őrst note that the Cla and CCh rules terminate the derivation im-
mediately, so it suffices to show that the remaining rules cannot yield an inőnite
derivation. For this purpose, we consider the measures λ, n2 and n3, where n2 is
the size of P and n3 is the number of equations of the form t =?

α x in P such that
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t is a non-variable term. By Lemma 3, L-Sub decreases λ while all other rules
do not increase it; Dec and Tri decrease n2, and Ori decreases n3 while leaving
n2 invariant. Hence, the lexicographical combination of λ with n2 and n3 yields
a measure that strictly decreases upon each of the aforementioned rules with
respect to a well-founded order, thus proving termination. ⊓⊔

Proceeding now to the soundness and completeness proofs for QUnif, we őx
a notion of solution of a conőguration.

Definition 9 (Solution of a configuration). A substitution τ is a solution
of the conőguration P ; ζ ≾ α1 ⊗ α2 ⊗ · · · ⊗ αn; δ;σ if there exists a function µ
mapping metavariables to elements of Ω such that

(S1) ζ ≾ µ(α1)⊗ µ(α2)⊗ · · · ⊗ µ(αn) is valid,
(S2) µ(β) ⊩ sτ =E tτ holds for every equation s =?

β t in P .
(S3) xτ = xστ (syntactic equality) holds for every variable x ∈ dom(σ).

The conőguration F has no solutions.

This deőnition is compatible with Deőnition 4 in the following sense:

Lemma 4. Let ε ∈ Ω. A substitution τ is an (E, ε)-uniőer of t and s if and only
if τ is a solution for the corresponding initial conőguration {t =?

α s}; ε ≾ α;κ; Id .

Proof. By deőnition, τ solves {t =?
α s}; ε ≾ α;κ; Id iff there exists µ such that

ε ≾ µ(α) and µ(α) ⊩ tτ =E sτ , which is equivalent to ε ⊩ tτ =E sτ . ⊓⊔

The lemmas below are needed to show soundness and completeness of QUnif.

Lemma 5. Let ε ∈ Ω. Then ε ⊩ f(t1, . . . , tn) =Essh
g(s1, . . . , sm) if and only if

n = m and there exist ε1, . . . , εn ∈ Ω such that (i) εi ⊩ ti =Essh
si for every

i ∈ {1, . . . , n}; (ii) ε ≾ ε1 ⊗ · · · ⊗ εn ⊗ dEssh
(f, g).

Proof. Write t for f(t1, . . . , tn) and s for g(s1, . . . , sm) as shorthands. We proceed
by induction on the length of the proof for ε ⊩ s =Essh

t (using the rules in
Figure 1). By deőnition, no non-empty statement has a proof of length 0. So
suppose that the statement above holds for any equation between non-variable
terms that has a proof of length k, and suppose we have a proof of length k+ 1
for ε ⊩ s =Essh

t. We distinguish cases depending on the last rule that has been
applied.

– If ε ⊩ t =Essh
s has been obtained via Ax, then we have m = n, ti = si = xi

for 1 ⩽ i ⩽ n and ε ⊩ f(x1, . . . , xn) = g(x1, . . . , xn) ∈ Essh, so ε ≾ dEssh
(f, g).

Taking εi := κ for 1 ⩽ i ⩽ n, condition (i) is satisőed by Refl, and condition
(ii) holds as ε1 ⊗ · · · ⊗ εn ⊗ dEssh

(f, g) = dEssh
(f, g) ≿ ε.

– If ε ⊩ t =Essh
s has been obtained via Refl, then f = g and ti = si for

1 ⩽ i ⩽ n, so dEssh
(f, g) = κ, and as in the previous case, one can take εi = κ

for every i.
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– If ε ⊩ t =Essh
s has been obtained via Sym, then there is a proof of ε ⊩

g(s1, . . . , sm) =Essh
f(t1, . . . , tn) of length k, so by induction hypothesis,

m = n and there exist ε1, . . . , εn such that ε ≾ ε1 ⊗ · · · ⊗ εn ⊗ dEssh
(f, g) and

εi ⊩ si =Essh
ti for every i. Thus, εi ⊩ ti =Essh

si by Sym, and condition (ii)
holds as dEssh

(f, g) = dEssh
(g, f).

– If ε ⊩ t =Essh
s has been obtained via Trans, say from ζ ⊩ t =Essh

r and
η ⊩ r =Essh

s, where ζ ⊗ η = ε, then r cannot be a variable as Essh is
collapse-free. Writing r = h(r1, . . . , rl), by induction hypothesis, n = r = m
and there exist ζ1, . . . , ζn, η1, . . . , ηn such that ζi ⊩ ti =Essh

ri, ηi ⊩ ri =Essh
si

for all i and ζ ≾ ζ1 ⊗ . . . ζn ⊗ dEssh
(f, h), η ≾ η1 ⊗ . . . ηn ⊗ dEssh

(h, g) Taking
εi := ζi ⊗ ηi, condition (i) holds by Trans. As for condition (ii), note that we
have dEssh

(f, g) ≿ dEssh
(f, h)⊗dEssh

(h, g), and thus, ε1⊗· · ·⊗εn⊗dEssh
(f, g) ≿

ζ ⊗ η = ε.
– If ε ⊩ t =Essh

s has been obtained via NExp, then f = g and we have
δ1, . . . , δn ∈ Ω such that δ1 ⊗ · · · ⊗ δn and δi ⊩ ti =Essh

si for 1 ⩽ i ⩽ n. As
moreover dEssh

(f, g) = κ, on can take εi := δi.
– If ε ⊩ t =Essh

s has been obtained via Subst, say from ε ⊩ t′ =Essh
s′, then

neither t′ nor s′ can be variables, so they are of the form t′ = f(t′1, . . . , t
′
n)

and s′ = g(s′1, . . . , s
′
m). By induction hypothesis, n = m and there ε1, . . . , εn

which satisfy (ii), and, using Subst, also (i).
– If ε ⊩ t =Essh

s has been obtained via Ord, say from δ ⊩ t =Essh
s, where

ε ≾ δ, then induction hypothesis yields the desired elements ε1, . . . , εn of Ω.
– If ε ⊩ t =Essh

s has been obtained via Join, say from δ1 ⊩ t =Essh
s, . . . , δl ⊩

t =Essh
s, where ε =

∨

i δi then for each i, there are ζi1, . . . , ζ
i
l such that

ζij ⊩ ti =Essh
si holds for 1 ⩽ i ⩽ n, 1 ⩽ j ⩽ l. Setting εi :=

∨n
j=1 ζ

j
i , we

have εi ⊩ ti =Essh
si by Join, verifying (i). Moreover, writing ω = dEssh

(f, g),
we have

ε1 ⊗ · · · ⊗ εn ⊗ ω = (

n
⊗

i=1

(

l
∨

j=1

ζji ))⊗ ω =

l
∨

j=1

(

n
⊗

i=1

ζji ⊗ ω) ≿ δ1 ∨ · · · ∨ δn = ε

by distributivity of Ω, yielding (ii).

For the converse, if ε1, . . . , εn with properties (i) and (ii) are given, then we
have ε1 ⊗ · · · ⊗ εn ⊩ f(t1, . . . , tn) = f(s1, . . . , sn) by (NExp) and dEssh

(f, g) ⊩
f(s1, . . . , sn) =Essh

g(s1, . . . , sn) by (Subst). As ε ≾ ε1 ⊗ · · · ⊗ εn ⊗ dEssh
(f, g),

(Trans) and (Ord) yield ε ⊩ t =Essh
s. ⊓⊔

Lemma 6. Let C be an admissible conőguration.

(i) If C =⇒ C′ and τ solves C′, then τ solves C.
(ii) If τ solves C, then either C is terminal, or there exist a conőguration C′ and

a substitution τ ′ such that C =⇒ C′, τ ′|dom(τ) = τ and τ ′ solves C′.

Proof. For the proof of (i), suppose that τ solves C′, and let µ be a witness. We
distinguish cases according to the rule that has been applied to obtain C′ from
C. For each rule, we may assume that C and C′ have the form described in the
deőnition of the rule.
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– If C′ has been obtained via Tri, say by removing the equation t =?
α t, then

we can deőne µ̃ by setting µ̃(α) := κ and µ̃(β) := µ(β) for β ̸= α. Then µ̃
witnesses that τ solves C.

– If C′ has been obtained via Dec, then we deőne µ̃ by µ̃(α) := µ(β1)⊗ · · · ⊗
µ(βn) ⊗ ω and µ̃(γ) := µ(γ) for γ ̸= α. Then µ̃ satisőes the constraint of
C. Moreover, by Lemma 5, µ̃(α) ⊩ f(t1, . . . , tn)τ =Essh

g(s1, . . . , sn)τ , so µ̃
witnesses that τ solves C.

– If C′ has been obtained via Cla or CCh, then there is nothing to show as F
does not have a solution.

– If C′ has been obtained via L-Sub, then note that C′ can also be obtained from
the conőguration Pρ∪{g(x1, . . . , xn) =

?
α f(s1, . . . , sn)}; ζ ≾ α⊗∆; δ;σρ via

Dec. Thus, as we have already shown, τ is also a solution of this conőguration,
which we denote by C′′.
We now claim that µ witnesses that τ is a solution of C. We check the
conditions in Deőnition 9. (S1) is trivial. For (S2), note that xτ = xσρτ =
g(x1, . . . , xn)τ = xρτ (as x ̸∈ dom(σ) by admissibility. Since dom(ρ) = {x},
this means that ρτ = τ . Since τ solves C′′, we have µ(α) ⊩ xρτ =Essh

f(s1, . . . , sn)ρτ , and therefore µ(α) ⊩ xτ =Essh
f(s1, . . . , sn)τ . Similarly, for

every equation l =?
β r in P , we have µ(α) ⊩ lρτ =Essh

rρτ , and therefore,
µ(α) ⊩ lτ =Essh

rτ . For (S3), it needs to be veriőed that yτ = yστ holds for
every y ∈ dom(σ). But as τ solves C′, we know that yτ = yσρτ holds for
every y ∈ dom(σρ) = dom(σ) ∪ {x}, so we can conclude as we have already
established that ρτ = τ .

– If C′ has been obtained via Ori, then µ(α) ⊩ xτ =Essh
tτ implies µ(α) ⊩

tτ =Essh
xτ , so µ witnesses that τ solves C.

For the proof of (ii), suppose that τ solves C, where C is not terminal, and let
µ be a witness. We distinguish cases according to the rule that can be applied
to C. As before, we assume for each rule that C has the form described in the
deőnition of that rule.

– If C′ is obtained from C via Tri, then µ witnesses that τ solves C′.
– If C′ is obtained from C via Dec, then we have µ(α) ⊩ f(t1, . . . , tn)τ =Essh

g(s1, . . . , sn)τ , so by Lemma 5, there exist ε1, . . . , εn ∈ Ω such that εi ⊩
siτ =Essh

tiτ for 1 ⩽ i ⩽ n and µ(α) ≾ ε1 ⊗ · · · ⊗ εn ⊗ dEssh
(f, g). Extending

µ to µ̃ by setting µ̃(βi) := εi, we obtain a map that witnesses that τ solves
C′.

– If C′ = F is obtained from C via Cla, then we have ζ ̸≾ dEssh
(f, g). Therefore,

there cannot exist ε1, . . . , εn ∈ Ω such that µ(α) ≾ ε1 ⊗ · · · ⊗ εn ⊗ω, as ζ ≾
µ(α). Thus, by Lemma 5, we have µ(α) ̸⊩ f(s1, . . . , sn)τ =Essh

g(t1, . . . , tn)τ ,
contradicting the assumption that τ is a solution of C.

– If L-Sub can be applied to C, then we have µ(α) ⊩ xτ =Essh
f(s1, . . . , sn)τ .

Since Essh is collapse-free, xτ cannot be a variable. So we can write xτ =
g(t1, . . . , tm). By Lemma 5, we have m = n and ζ ≾ dEssh

(f, g). We deőne τ ′

by setting τ ′(xi) := ti and τ ′(y) := τ(y) for y ∈ dom(τ). Then µ witnesses
that τ ′ solves the conőguration C′′ := (P ∪ {x =?

α f(t1, . . . , tn)})ρ;C; δ;σρ
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obtained from C by applying the substitution ρ = {x 7→ f(x1, . . . , xn)}.
Since C′ can be obtained from C′′ via a Dec step, τ ′ also solves C′.

– If CCh can be applied to C, then P contains an occurrence cycle, say {x1 ≈?
α1

t1, . . . , xm ≈?
αm

tm} ⊆ P , where not all ti are variables, xi ∈ V(ti−1) for
1 < i ⩽ m and x1 ∈ V(tm). Then we have µ(α1)⊗ · · · ⊗ µ(αm) ⊩ x1τ =Essh

(t1{x2 7→ t2} . . . {xm 7→ tm})τ , and x1τ appears in the right-hand side in a
non-trivial position. Thus, Essh entails a subterm-collapse equation, contra-
dicting the fact that Essh is a simple equational theory.

– If C′ can be obtained from C via Ori, then µ witnesses that τ solves C′. ⊓⊔

Theorem 5 (Soundness and completeness of QUnif). Consider an (Essh,
ε)-uniőcation problem between terms t and s.

Soundness: If QUnif terminates in a conőguration V ;C; δ;σ starting from the
initial conőguration {t =?

α s}; ε ≾ α;κ; Id , then any solution of V ;C; δ;σ is
an (Essh, ε)-uniőer of t and s.

Completeness: If τ is an (E, ε)-uniőer of t and s, then there is a run of QUnif

starting from the initial conőguration {t =?
α s}; ε ≾ α;κ; Id that terminates

in a conőguration {x1 =α1
y1, . . . , xn =αn

yn}; ζ ≾ α1 ⊗ · · · ⊗ αn; δ;σ
such that there exist a substitution φ and a map µ satisfying the following
conditions:
(i) ζ ≾ µ(α1)⊗ · · · ⊗ µ(αn);
(ii) µ(αi) ⊩ xiφ =Essh

yiφ for all 1 ⩽ i ⩽ n;
(iii) xσφ = xτ for all x ∈ V(s, t).

Proof. For soundness, suppose that QUnif produces a derivation C0 =⇒ . . . =⇒
Cm, where C0 is the initial conőguration {t =?

α s}; ε ≾ α;κ; Id and Cm is a
terminal conőguration given by V ;S; δ;σ. If τ is a solution of Cm then τ is also
a solution of C0 (by Lemma 6(i)), and therefore, τ is an (Essh, ε)-uniőer of t and
s (by Lemma 4).

For completeness, suppose that τ is an (E, ε)-uniőer of t and s. Then τ solves
the corresponding initial conőguration C0 (by Lemma 4). If C0 is not terminal,
then there exists a rule application C0 =⇒ C1 and a substitution τ1 such that
τ1|dom(τ) = τ and τ1 solves C1 (by Lemma 6(ii)). Iterating this argument, we
obtain a derivation C0 =⇒ C1 =⇒ . . . and a sequence of substitutions τ, τ1, . . . .
After a őnite number of steps, this derivation reaches a terminal conőguration Cm

by Theorem 4, and with it, we obtain a solution τm such that τm|V(s,t) = τ . Since
τm solves Cm, there exist φ and µ satisfying (i) and (ii), as well as xσφ = xτm
for all x ∈ V(Cm), yielding (iii). ⊓⊔

Remark 3. In particular, a κ-complete set of solutions for the problem t =?
ε s

can be obtained by determining for every terminal conőguration obtained via
QUnif the set of substitutions that meet conditions (i)-(iii) above. If one is just
interested in őnding some solution, it suffices to compute a terminal conőguration
V ; ζ ≾ ∆; δ;σ and compose σ with a substitution that maps all variables in V
to a fresh variable. The value of δ corresponds to the łdegreež to which such a
solution τ solves the uniőcation problem, i.e. δ = (tτ =•

Essh
sτ).
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Example 4. Consider the uniőcation problem f(y, g(x, x)) =?
E,ε g(f(c, a), y),

where Ω = L, E = {1 ⊩ a ≈ b, 1 ⊩ b ≈ c, 1 ⊩ f(x1, x2) ≈ g(x1, x2)} and
ε = 5. The following derivation can be obtained by QUnif:

{f(y, g(x, x)) =?
α g(f(c, a), y)}; 5 ⩾ α; 0; Id

=⇒Dec {y =?
β

1
f(c, a), g(x, x) =?

β
2
y}; 4 ⩾ β1 + β2; 1; Id

=⇒
y 7→f(z1,z2)
L-Sub {z1 =?

γ
1
c, z2 =?

γ
2
a, g(x, x) =?

β
2
f(z1, z2)};

4 ⩾ γ1 + γ2 + β2; 1; {y 7→ f(z1, z2)}

=⇒z1 7→b
L-Sub { z2 =?

γ
2
a, g(x, x) =?

β
2
f(b, z2)};

3 ⩾ γ2 + β2; 2; {y 7→ f(b, z2), z1 7→ b}

=⇒Dec {z2 =?
γ

2
a, x =?

δ1
b, x =?

δ2
z2};

2 ⩾ γ2 + δ1 + δ2; 3; {y 7→ f(b, z2), z1 7→ b}

=⇒z2 7→a
L-Sub {x =?

δ1
b, x =?

δ2
a}; 2 ⩾ δ1 + δ2; 3; {y 7→ f(b, a), z1 7→ b, z2 7→ a}

=⇒x 7→a
L-Sub {a =?

δ2
a}; 1 ⩾ δ2; 4; {y 7→ f(b, a), z1 7→ b, z2 7→ a, x 7→ a}

=⇒Tri ∅; 1 ⩾ 0; 4; {y 7→ f(b, a), z1 7→ b, z2 7→ a, x 7→ a}

This leads to the solution {y 7→ f(b, a), x 7→ a} (with degree 4). Further solutions
can be obtained via different choices in the Subst steps. ■

Example 5. Consider Ω = L, E = {1 ⊩ f(x, y) ≈ g(x, y)}, and the E-uniőcation
problem g(a, x) =?

3 f(y, g(b, z)). A derivation of QUnif is given below.

{g(a, x) =?
α f(y, g(b, z))}; 3 ⩾ α; 0; Id

=⇒Dec {a =?
β

1
y, x =?

β
2
g(b, z)}; 2 ⩾ β1 + β2; 1; Id

=⇒Ori {y =?
β

1
a, x =?

β
2
g(b, z)}; 2 ⩾ β1 + β2; 1; Id

=⇒y 7→a
L-Sub {x =?

β
2
g(b, z)}; 2 ⩾ β2; 1; {y 7→ a}

=⇒
x 7→f(x1,x2)
L-Sub {x1 =?

γ
1
b, x2 =?

γ
2
z}; 1 ⩾ γ1 + γ2; 2; {y 7→ a, x 7→ f(x1, x2)}

=⇒x1 7→b
L-Sub {x2 =?

γ
2
z}; 1 ⩾ γ2; 2; {y 7→ a, x 7→ f(b, x2), x1 7→ b}

The computed terminal conőguration still contains equations between variables.
For any ψ such that 1 ⊩ x2ψ =E zψ, the substitution {y 7→ a, x 7→ f(b, x2)}ψ is
an (E, ε)-uniőer of the given terms. In particular, uniőers that can be obtained
from this conőguration include, e.g., {y 7→ a, x 7→ f(b, u), z 7→ u}, where u is a
fresh variable (with degree 2), and also {y 7→ a, x 7→ f(b, f(a, a)), z 7→ g(a, a)}
(with degree 3). ■

4.2 Idempotent quantales

Now we consider the case where Ω is idempotent. Under this hypothesis, we can
strengthen our results and show that ś with the right deőnitions ś the uniőcation
problem is unitary, and that a simpliőed version of QUnif computes a most
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general uniőer of two given terms. For the fuzzy quantale Ω = Imin = ([0, 1],
⩽,min), our algorithm coincides with Sessa’s weak uniőcation algorithm [22].

Note that in any integral idempotent quantale, meet and tensor coincide. As
a consequence, in an idempotent quantale, α ≾ β implies β ⊸ α = α.

Definition 10 (Weak mgu). A substitution σ is a weak most general (E, ε)-
uniőer of t and s, denoted wmguE,ε(t, s), if UE,ε(t, s) = {τ | σ ⪅E,V(t,s),ε τ}.

By Lemma 2 (ii), σ = wmguE,ε(t, s) iff σ ∈ UE,ε(t, s) and σ ⪅E,V(t,s),ε τ
holds for every τ ∈ UE,ε(t, s); that is, iff {σ} = mcsuE,ε,ε(t, s).

In the idempotent setting, the rules L-Sub and CCh from QUnif can be
replaced by simpler versions:

E-Sub: Substitute (eager)

{x =?
α s} ⊎ P ; ζ ≾ α⊗∆; δ;σ =⇒ P{x 7→ s}; ζ ≾∆; δ;σ{x 7→ s}, if x /∈ V(s).

OCh: Occurrence check

{x =?
α s} ⊎ P ;C; δ;σ =⇒ F, if x ∈ V(s) and s ̸= x.

Note that both of these rules constitute steps that could also be achieved by
the rules from QUnif: E-Sub can be viewed as a composition of L-Sub and
Dec steps, and OCh is just a restricted version of CCh. As before, we use these
rules to transform the initial conőguration corresponding to a given (Essh, ι)-
uniőcation problem. As an output, we return Failure if F has been obtained, or
σ if a terminal conőguration P ;C; δ;σ has been reached. We denote the resulting
algorithm by QUnif-id.

In order to obtain a stronger completeness theorem than in the general case,
we reőne the notion of a solution of a conőguration.

Definition 11 (ι-solution of a configuration). Let ι ∈ Ω be idempotent. A
substitution τ is an ι-solution of the conőguration P ; ζ ≾ α1⊗α2⊗· · ·⊗αn; δ;σ
if there exists a function µ mapping metavariables to elements of Ω such that

(ι1) ζ ≾ µ(α1)⊗ µ(α2)⊗ · · · ⊗ µ(αn) is valid,
(ι2) µ(β) ⊩ tτ =E sτ holds for every equation t =?

β s in P .
(ι3) ι ⊩ xτ =E xστ holds for every variable x ∈ dom(σ).

The conőguration F has no solutions.

Note that the only difference in comparison with Deőnition 9 is that (ι3)
features a quantitative equality over Essh, whereas in (S3) we have a syntactic
equality.

The lemmas below are needed in the proof of soundness and completeness of
QUnif-id.

Lemma 7. Let Ω be a (not necessarily idempotent) quantale, ι ∈ Ω be an idem-
potent element of Ω, τ be a substitution, and t and s be terms.
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(i) τ is an (E, ι)-uniőer of t and s iff τ is an ι-solution for the corresponding
initial conőguration {t =?

α s}; ι ≾ α;κ; Id .
(ii) τ is an ι-solution for an admissible conőguration of the form ∅;C; δ;σ iff

σ ⪅E,dom(σ),ι τ .

Proof. As for (i), τ is an ι-solution of {t =?
α s}; ι ≾ α;κ; Id if and only if there

exists µ(α) ≿ ι such that µ(α) ⊩ tτ =E sτ , which is equivalent to ι ⊩ tτ =E sτ .
For (ii), note that C is of the form ζ ≾ κ by admissibility. Thus, τ is an

ι-solution of ∅;C; δ;σ iff ι ⊩ xτ =E xστ holds for every variable x ∈ dom(σ).
In that case, τ witnesses that σ ⪅E,dom(σ),ι τ . For the converse, suppose that
σ ⪅E,dom(σ),ι τ , and let φ be the witness. Then ι ⊩ xσφ =E xτ for all x ∈
dom(σ), and thus, by Lemma 2(i), ι ⊩ xστ =E xσσφ, and since σ is idempotent
(by admissibility), xσσφ = xσφ. Hence, (Trans) and idempotence of ι yield
ι ⊩ xστ =E xτ for any x ∈ dom(σ). ⊓⊔

Lemma 8. Let Ω be an idempotent quantale, ι ∈ Ω, and C be a conőgura-
tion obtained from an (Essh, ι)-uniőcation problem in Ω by applying rules from
QUnif-id. If C′ is obtained from C by a rule from QUnif-id, then a substitution
τ is an ι-solution of C iff it is an ι-solution of C′.

Proof (Sketch). If C′ is obtained from C via Tri, Dec, Cla or Ori, then the proof
of the statement above is analogous to the corresponding cases in the proof of
Lemma 6. In the case of CCh, where C is of the form {x =?

α s} ∪ P ;C; δ;σ and
s contains the variable x as a proper subterm, τ cannot be an ι-solution of C

because then µ(α) ⊩ xτ =Essh
sτ would contradict simplicity of Essh.

It remains to verify the statement for E-Sub and OCh.
For E-Sub, őrst observe that in any conőguration, the constraint C will be

of the form ι ≾ ∆, because ω ⊸ ι = ι whenever ι ≾ ω. Suppose now that τ
is an ι-solution of {x =?

α s} ⊎ P ; ι ≾ α ⊗ ∆; δ;σ. We deőne µ̃ by µ̃(β) := ι
for every metavariable β and claim that µ̃ witnesses that τ is a solution to
P{x 7→ s}; ι ≾ ∆;σ{x 7→ s}, the conőguration obtained via eager substitution.

Condition (ι1) is satisőed as ι is idempotent. For (ι2), it needs to be shown
that ι ⊩ l{x 7→ s}τ =Essh

r{x 7→ s}τ holds for every equation l =?
β r in P . We

know that ι ⊩ xτ =Essh
sτ , and therefore, we have τ ⪅ι,Essh,dom(τ)∪{x} {x 7→ s}τ .

As τ is an (Ω, ι, Essh)-uniőer of l and r, Lemma 2(ii) yields that τ{x 7→ s} is an
(Ω, ι, Essh)-uniőer of l and r, too. This means that ι ⊩ l{x 7→ s}τ =Essh

r{x 7→
s}τ , as desired. For condition (ι3), it needs to be veriőed that ι ⊩ yτ =Essh

yσ{x 7→ s}τ holds for any y ∈ dom(σ) ∪ {x}. Since ι ⊩ xτ =Essh
sτ , we have

ι ⊩ yτ = y{x 7→ s}τ for every variable y. Thus, Lemma 2(i) yields ι ⊩ yστ =Essh

yσ{x 7→ s}τ for any variable y. Since we know that ι ⊩ yτ =Essh
yστ holds for

y ∈ dom(σ)∪{x}, we obtain ι ⊩ yτ =Essh
yσ{x 7→ s}τ for any y ∈ dom(σ)∪{x},

as desired.
For the converse, suppose now that τ solves P{x 7→ s};C; δ;σ{x 7→ s}.

As before, we claim that the constant map µ : β 7→ κ witnesses that τ solves
P ;C;σ. Condition (ι1) is satisőed by the idempotence of ι. Since we know that
ι ⊩ yτ =Essh

yσ{x 7→ s}τ holds for any x ∈ dom(σ)∪{x}, we have ι ⊩ xτ =Essh
sτ

as a special case, using that x ̸∈ dom(σ). Therefore, similar as before, we have



Solving Quantitative Equations 21

ι ⊩ yστ = yσ{x 7→ s}τ for any variable y, and thus, (ι2) and (ι3) are obtained
using Lemma 2.

As for OCh, it suffices to show that no conőguration of the form {x =α

s};C; δ;σ, where x is a proper subterm of s, has an ι-solution; but this is clear
as Essh is simple.

Theorem 6 (Soundness and completeness of QUnif-id). Consider an
(Essh, ι)-uniőcation problem between terms t and s in an idempotent quantale
Ω, where ι ∈ Ω. Any run of QUnif-id starting from {t =?

α s};α ≾ ι;κ; Id
terminates and returns wmguEssh,ι

(t, s) if it exists, or fails otherwise.

Proof. Termination follows from termination of QUnif (Theorem 4). For sound-
ness and completeness, by Lemma 7(i), a substitution τ is an (Essh, ι)-uniőer of
t and s iff it is an ι-solution of the initial conőguration C0. By Lemma 8, the
latter holds iff τ is an ι-solution for any terminal conőguration ∅;C; δ;σ, or
equivalently, iff σ ⪅Essh,V(t,s),ι τ (by Lemma 7(ii)), concluding the proof. ⊓⊔

Example 6. We demonstrate algorithm QUnif-id for the problem f(x, c) =?
I,0.4,E

h(a, x) in the (idempotent) fuzzy quantale I with the min T-norm modulo
E = {0.5 ⊩ a ≈ b, 0.5 ⊩ b ≈ c, 0.6 ⊩ f(x1, x2) ≈ g(x1, x2), 0.7 ⊩ g(x1, x2) ≈
h(x1, x2)}. A derivation of QUnif-id is shown below:

{f(x, c) =?
α h(a, x)}; 0.4 ⩽ α; 1; Id

=⇒Dec {x =?
β

1
a, c =?

β
2
x}; 0.4 ⩽ min(β1,β2); 0.6; Id

=⇒x 7→a
L-Sub {c =?

β
2
a}; 0.4 ⩽ β2; 0.6; {x 7→ a}

=⇒Dec ∅; 0.4 ⩽ 1; 0.5; {x 7→ a}.

Choosing the other equation in the L-Sub step would lead to a different uniőer
{x 7→ c} with the same degree 0.5. The solution {x 7→ b} (with degree 0.5) is
not computed. All three solutions are 0.5-equivalent. ■

5 Conclusion

In the quantitative setting, equality is replaced by its quantitative counterpart
modeling the abstract notion of proximity between terms. A quantitative uniő-
cation problem asks for őnding a substitution that brings the given terms close
to each other within a predeőned range (with respect to this abstract proxim-
ity). However, unlike the standard uniőcation, here it is not guaranteed that an
instance of a uniőer is still a uniőer. The reason is that the instantiation is also
quantitative, and it might move the more speciőc substitution łtoo far awayž
from a uniőer of the given problem.

In studying quantitative uniőcation, one has to address such and related
challenges. We investigated the quantitative equational uniőcation problem in
Lawvereian quantales modulo theories presented by axioms of the form γ ⊩
f(x1, . . . , xn) ≈ g(x1, . . . , xn). Our notion of a minimal complete set of uniőers
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takes into account two (abstract) distances: between terms to be uniőed and
between substitutions via instantiation. We showed that our uniőcation problems
in arbitrary Lawvereian quantales are őnitary, while for idempotent Lawvereian
quantales, they are unitary. The corresponding algorithms were developed and
their properties were studied.

The equational theories that we considered here are a special case of simple
shallow theories. An interesting future work would be to extend this work to
a larger class of shallow theories (which have some desirable properties in the
standard case [6]). Further, the related problem of disuniőcation in Lawvereian
quantales is worth investigating.
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